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Simulations of DNA Coiling around a Synthetic Supramolecular Cylinder
That Binds in the DNA Major Groove

Syma Khalid,[a, c] Michael J. Hannon,[a, b] Alison Rodger,[a] and P. Mark Rodger*[a]

Introduction

Control of gene expression is currently one of the key areas
of interest in molecular medicine.[1–4] Gene expression in-
volves the transfer of information encoded within the gene
to produce a biologically active protein. However, not all
genes are expressed in every cell all the time; bio-regulation
of gene expression is effected by proteins that activate or re-

press transcription by binding to short, specific DNA se-
quences.[1,5] The ability to turn genes on or off artificially by
the action of synthetic analogues of DNA-binding proteins
is an important goal that would open up new possibilities
for disease control and prevention as well as cure.
Proteins that bind DNA frequently achieve sequence-spe-

cific code recognition by binding non-covalently in the
major groove of DNA.[6–8] In biological systems, the major
groove is the preferred binding site for sequence recognition
as this groove shows the greater variation in size and shape
with base sequence and also the greater number and varia-
tion in pattern of hydrogen-bond donor and acceptor units;
it is therefore the ideal target for synthetic molecules de-
signed to recognise and bind to specific DNA sequences.
However, relatively little progress had been made in pro-
ducing synthetic major groove binders because of the size
entailed. Most of the compounds synthesised are either
minor groove binders,[9] intercalators,[10, 11] or metal com-
plexes that span only two to three base pairs and whose in-
teraction with DNA is too limited for sequence selectivi-
ty.[12–14] Design of synthetic agents that target the major
groove in a non-covalent, sequence-selective fashion re-
mains a challenge of considerable importance in molecular
medicine and biology.
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Recently, a major step has been taken toward achieving
the goal of designing synthetic agents to target the major
groove: we have developed a novel compound that binds
strongly in the major groove of DNA and is large enough to
span five base pairs.[15, 16] The compound is a metallo-supra-
molecular tetracationic cylinder (1) with a triple helical
framework. This cylinder is approximately 19 L in length
and 11 L in diameter. It is too big to bind in the minor
groove of DNA, but has just the right shape and size to lie
along the major groove.[15]

Experimental techniques have provided information re-
garding the binding strength and preferred binding sites of 1
on DNA.[16] Spectroscopic studies indicate that the cylinder
binds very strongly to DNA with a binding constant well in
excess of 107m�1 in 20 mm salt. Flow linear dichroism (LD)
reveals coiling or bending of the DNA on addition of the
cylinder, and tapping mode atomic force microscopy
(AFM)[16] reveals this to be dramatic intramolecular coiling
of DNA that is unprecedented with a synthetic agent: 1 was
found to induce DNA to bend by 40–608 per ligand,[15] with
the smaller angles (408) occurring at the maximum loading
of one cylinder per DNA turn. In contrast cobalt am-
mines—which are known to cause DNA to bend and ulti-
mately to condense into multi-molecular aggregates—gener-
ate just 2–58 bend per ligand.[17] The effect of cobalt am-
mines can largely be explained by the Manning charge con-
densation theory,[18] but the magnitude of the effect with 1
suggests the bending is of a very different character. The M-
helical enantiomer of the cylinder coils DNA more aggres-
sively than the P enantiomer.[16] NMR data have confirmed
a major groove-binding mode for the M cylinder.[19] From
all the experimental data it is clear that the cylinder binds in
the major groove and is able to induce dramatic conforma-
tional changes in the DNA. However, gaining molecular
level information about the effects and interactions which
lead to this remarkable supramolecular event is challenging.
Molecular dynamics (MD) simulations can provide informa-
tion at the molecular level that is complementary to experi-
ment and therefore are an ideal way to get a better under-
standing of this system.
There is comparatively little modelling literature on the

interaction between transition-metal complexes and DNA.
Some modelling has been performed on DNA with ruthe-
nium(ii)–tris(1,10-phenanthroline)[20] in vacuum, and the re-

sults compared with experimental data.[12] The L-ruthenium
complex showed a preference for the major groove of DNA
but little or no bending of the DNA at low loading and
whereas the D enantiomer preferred the minor groove at
low loadings where it did bend the DNA—but only by a few
degrees—and bound to both grooves at higher loadings with
no additional bending. Several other papers have used mod-
elling studies to interpret experimental data on DNA/transi-
tion-metal complexes,[17,21] but since their emphasis was on
understanding the experimental data, these calculations
again omitted the solvent. Rigorous molecular dynamics
simulations with explicit solvent have been performed for
cobalt ACHTUNGTRENNUNG(iii)–hexammine[22] and a nickel(ii)–metalloprotein[23]

in the presence of DNA. In both cases, the simulations pro-
duced good agreement with a range of experimental data; in
neither case was there significant bending or coiling of
DNA.
In this paper we present results of a molecular dynamics

(MD) study of the effect of the supramolecular cylinder, 1,
on DNA. Docking calculations, both manual and using high-
temperature MD with constrained or rigid molecules, have
been used to identify favourable initial binding sites for the
cylinder on a DNA dodecamer, and then multi-nanosecond
MD simulations performed with explicit solvent to monitor
the DNA response. Previously, MD simulations[19] were per-
formed on this system to interpret the NMR spectra, but
these used NOE data as additional force-field restraints.
The simulations described in the present paper were de-
signed to probe any changes in DNA structure upon cylin-
der binding and are not restrained in any way. As a conse-
quence, these new simulations enable a direct analysis of the
DNA response—both its nature and the forces that give rise
to it.

Computational Methods

System : The DNA dodecamer sequence (CCCCCTTTTTCC)·
d(GGAAAAAGGGGG) was chosen for this study. Preliminary simula-
tions were performed with a decamer, d(CCCCCTTTTT)·
d(AAAAAGGGGG), which was chosen since it might offer potential
for identifying preference of A–T versus G–C tracts within a single series
of simulations; this sequence was subsequently extended by adding two
C–G pairs to the A–T end so as to minimise any tendency for the DNA
ends to fray in the absence of the cylinder; note that no restraints were
introduced into the force field to hinder end-fraying. The numbering
used in this paper to identify specific bases and base pairs is defined
below.

The M enantiomer of the cylinder, 1 (denoted C4+), was modelled using
the CHARMM22 all-atom force field, but with the FeN6 sub-unit treated
as a rigid body with geometry taken from the crystal structure. For com-
parison, a simulation was also performed in which the M cylinder was

Figure 1. Tetracationic cylinder [Fe2L3]
4+ , where L is N,N’-bis(pyridin-2-

ylmethylene)-4,4’-diaminodiphenylmethane: FeII is pink, N is blue, C is
grey; H atoms have been omitted for clarity.
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made electrically neutral, denoted C0. Although the C0 system has no ex-
perimental counterpart, a comparison of the C4+ and C0 systems enables
an exploration of the relative importance of molecular shape (as defined
by the van der Waals interactions) and electrostatic interactions in induc-
ing the DNA response. Analogous comparisons with netropsin[24,25] have
proved useful in understanding the influence of charge in minor-groove
binding ligands. Many methods could be used to achieve this neutrality,
including setting all atomic charges to zero, neutralising the Fe atoms, or
adding a neutralising negative charge to the organic part of the cylinder.
In this work we have adopted the last option: �0.03 e was added to the
charge on each C and H atom in the cylinder, resulting in a counterbal-
ancing �4 e charge spread over the surface of the cylinder. While still
giving rise to electric field gradients, the negative surface charge should
considerably reduce the electrostatic attraction of the cylinder to the
DNA phosphate backbone, and thus makes the comparison with C4+ in-
structive.

Technical details : Compounds were modelled using the CHARMM
force-field series. This contains two main variants for modelling DNA:
the older CHARMM22 force field,[26] and a more refined
CHARMM27.[27] There have been a number of comparisons of how well
these two force fields reproduce the behaviour of DNA,[28] and the gener-
al consensus is that the CHARMM27 force field is much better. In par-
ticular, it correctly predicts B-DNA to be the stable conformation in low
ionic strength solvents at normal temperatures, whereas the
CHARMM22 force field tends to cause the DNA to adopt an A-like
form. However, it should be noted that most of these comparisons have
treated just the duplex in aqueous solution: no comparisons have been
reported for DNA interacting with a major-groove-binding ligand, partic-
ularly when that ligand carries a substantial positive charge. The experi-
mental data discussed above indicates that C4+ perturbs the DNA strong-
ly, bending it well away from the canonical B-form. This is outside the
parameter-space that has so far been used to derive and validate the
DNA force fields, and so it is of interest to compare the performance of
these two force fields in modelling DNA/C4+ complexes.

All simulations were performed with DL_POLY.[29] The conversion from
CHARMM to DL_POLY force-field formats was achieved by using a
purpose-built program that interprets the CHARMM prm and crd files.
As in previous work[30] checks on the force field were performed on nu-
merous configurations to ensure the energies and forces calculated with
DL_POLY and CHARMM agreed exactly. Water was modelled with the
TIP3P[31] potential, and kept rigid using the SHAKE algorithm,[32] imple-
mented in DL_POLY with a tolerance of 0.0001. All hydrogen atoms
were assigned a mass of 2 u. This gave good energy conservation in con-
stant energy simulations with a 2 fs time step for the CHARMM22 force
field. An Ewald sum[33] was used to evaluate electrostatic interactions,
with kmax = (5,5,6) and a=0.12604 L�1. Simulations were performed
with orthorhombic periodic boundaries at constant volume and tempera-
ture (NVT) using the Hoover thermostat[33] with a time constant of 0.1 ps
and a time step of 2 fs; some 0.25 ns segments of the trajectories were re-
peated with a 1 fs time step and showed no significant differences. Some
difficulties were encountered initiating CHARMM27 simulations with
the 2 fs time step, and so this was reduced to 1 fs for all the
CHARMM27 simulations reported herein. In all other respects, the
CHARMM22 and CHARMM27 simulations followed the same protocols
and methodology.

Protocol : The multi-nanosecond simulations were performed using a
four-step protocol designed to identify good binding sites while still en-
suring a disperse background ion distribution:

1) High temperature MD simulations were performed on the cylinder
and ions moving around an immobilised B-DNA dodecamer, with
the relative dielectric constant er=80;

2) low potential energy configurations were identified and optimised
with respect to just the cylinder position; ions were kept fixed at
their positions from the high temperature snapshot and the DNA
also remained fixed;

3) water was added, the relative dielectric constant reset to 1, and the
system allowed to relax while restraining the DNA with a series of
progressively weaker harmonic tethering potentials;

4) full, unrestrained MD simulations were performed on the aqueous
system for 2–5 ns.

This protocol is described more fully hereafter.

Docking (steps 1 and 2): A dodecamer of B-DNA and one cylinder mol-
ecule (M enantiomer) were embedded in a neutralising atmosphere of
Na+ ions. A further 58 Na+ and 58 Cl� ions were added in a 45 LP
45 LP60 L box, with DNA aligned along the z (long) axis; this gave
[NaCl] = 0.8m, which is similar to the concentration used in some other
MD studies.[34,35] The DNA was immobilized and an NVT MD simulation
performed for 1 ns at 900 K; this temperature was found to be high
enough to ensure that the ligand sampled the whole surface of the DNA
efficiently, but without any significant deformation in its own shape. The
temperature was also high enough to ensure that the background atmos-
phere of sodium and chloride ions behaved like a homogeneous gas, with
no aggregation of the ions onto the DNA or cylinder. The conformations
with the lowest configurational energy were extracted and energy-mini-
mised with respect to the position of just the ligand. No change was al-
lowed in the position of the DNA atoms, Na+ ions or Cl� ions during
this optimisation of the cylinder within its DNA/ionic gas environment.
The resulting configuration was then used to start fully solvated MD sim-
ulations as described below. Variants on this procedure were tried in
which the DNA and/or Na+ and Cl� ions were harmonically restrained
rather than frozen during the cylinder minimisation, but these produced
essentially the same results when carried forward into fully solvated MD
simulations. Manual docking calculations were also performed, but did
not give more favourable docking sites than those identified using this
high temperature MD docking protocol.

A number of alternative low energy conformations was examined and all
found to involve major groove binding. Several of these were then car-
ried forward into full solvated MD simulations following the protocol
given below.[36] All such simulations exhibited a very similar DNA re-
sponse to that reported herein—particularly with respect to the extent to
which they bent the DNA, and the resultant stability of the DNA—and
confirmed that the results of our simulations were not sensitive to varia-
tions in the initial binding site. We note that these repeat simulations also
proved our results to be robust with respect to the initial background ion
distribution, since each configuration also involved a very different, es-
sentially random, initial arrangement of the sodium and chloride ions.

Molecular dynamics simulations (steps 3 and 4): Water molecules, taken
from an equilibrated liquid water simulation, were added to the opti-
mised configurations (DNA, cylinder, Na+ and Cl� positions) identified
in the docking calculations. Any water molecule that overlapped with
DNA, cylinder, Na+ or Cl� was removed, which left a total of 3720 water
molecules in the final DNA/ligand system, or 3758 for the uncomplexed
DNA. Equilibration followed a similar protocol to that used by other re-
search groups.[23,28, 37] The DNA atoms were tethered to their original po-
sitions with a harmonic force constant of 100 kcalmol�1L�2 and an NVT
MD simulation performed for 10 ps at 310 K. A further five 10 ps simula-
tions were then performed successively in which the tethering force con-
stant was 50, 25, 10, 5 and 1 kcalmol�1L�2, respectively. The tethering
potentials were then removed completely and multi-nanosecond simula-
tions performed, saving configurations every 1 ps for later analysis.

Up to four repeat simulations of 2–5 ns duration, using slightly different
starting configurations, were performed for each ligand/DNA system to
validate the reproducibility and timescale of the DNA response. In every
case, the response of the DNA was found to be rapid and repeatable,
with most changes occurring in the first 0.5 ns, and no noticeable changes
occurring between 2 and 5 ns.[36] In this paper we therefore concentrate
on the behaviour during the first 2 ns after binding.

Analysis methods : A number of different methods have been used in this
work to monitor DNA structure. The time dependence of conformational
parameters has been monitored using the Curves algorithm[38] imple-
mented in MDToolchest.[39] This uses seven torsion angles (a–z, f, c) to
describe the DNA backbone, while the intra-base-pair geometry is
described by six helicoidal parameters: three displacements (shear,
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stretch and stagger) and three angles (buckle, propeller and opening).
This parameter set is now well established as a means of describing DNA
conformation;[40,41] a full definition is supplied with the Supporting Infor-
mation, though it is useful to note here that of the backbone angles, a
and z refer to torsions about P�O bonds, d and f refer to the ribose ring,
while c is for the bond that links the backbone to the base.

In understanding the DNA conformation and flexibility, it is also useful
to examine some of the parameters that give a more correlated view of
the overall behaviour. In particular, it is useful to study the relationship
between neighbouring base pairs. In this work these have been moni-
tored using a distance (slide) and three angles (tilt, roll and twist; see
Figure 9) as implemented in 3DNA.[42] In this case, the analysis has been
applied to the average structure determined from a continuous 50 ps por-
tion of the MD trajectory; this length of trajectory was found to be long
enough to smooth out the instantaneous fluctuations in shape, but was
still short with respect to the systematic relaxation induced by the pres-
ence of the cylinder, 1. The 3DNA analysis of average structures has also
been used to generate normal vector plots,[7, 43] which are useful for iden-
tifying linear and bent regions within the DNA, and hence to estimate
the degree to which the DNA is bent by the cylinder.

Results and Discussion

Response of the DNA to a bound cylinder

As will be discussed below, the simulations with the two
DNA force fields (CHARMM22 and CHARMM27) gave
broadly similar responses for the DNA/ligand complex, in
that the binding site was consistent with the two models and
both indicated the DNA to be bent by the cylinder. Some
quantitative differences were observed between the two
force fields, with CHARMM27 tending to give the more
minimal response to the cylinder. Two examples (discussed
in more detail below) are worthy note at this stage. The
overall bend of the DNA was about 408 with CHARMM22
compared with 208 for CHARMM27, and the CHARMM22
DNA did respond differently to C4+ and C0 whereas the
CHARMM27 model was remarkably insensitive to this
large change in ligand charge. In the following we focus first
on the results for the CHARMM22 model: since the re-
sponse is greater with this model it is likely to be easier to
identify the underlying physics of the DNA/ligand interac-
tion. This is then followed by a more detailed comparison of
the force fields to place confidence limits on the interpreta-
tion of the simulations.

Charmm22 : As described in the protocol, favourable bind-
ing sites for the cylinder on the DNA were identified and
then explicit solvent molecules added. In all cases, binding
was found to occur preferentially in the region of the A–T
tract (base pairs 6–10). Using the position from the docking
calculation as a starting point, water was added, the system
equilibrated while the DNA conformation was restrained to
the B-form, and then simulations allowed to proceed with-
out restraints. We re-iterate that up to four such simulations
were performed for each DNA/cylinder system.
Once the restraints were removed, the DNA was observed

to respond rapidly to the presence of the cylinder. Major
conformational changes were observed in the presence of

both C4+ and C0. In every trajectory these occurred within
the first 0.5 ns, with the precise timing depending on the
starting configuration. In all cases, no significant conforma-
tional changes were observed in the subsequent 4–5 ns, sug-
gesting that our simulations were probing the final DNA
state, or at least identifying a long-lived intermediate in the
response process.
It is instructive to begin by comparing before and after

images of the DNA conformation in the three different sys-
tems: uncomplexed, bound to C4+ , and bound to C0. Al-
though such snapshots provide only limited information
about the range of DNA conformations, for the present
study they prove to give a useful and visual overview of the
more quantitative data presented below. Images of the ini-
tial (directly after docking) and relaxed (after 2 ns) configu-
rations for DNA and cylinder are given in Figure 2. Initially,
the DNA adopts a nearly linear B-form. The initial binding
mode of the cylinder is in the major groove, lying symmetri-
cally between the two strands of the DNA, and spanning
base pairs 6–11 (T6–A19 to C11–G14). This is consistent
with the published structure obtained from NMR (NOE)
data.[15,16,19] This binding geometry was retained throughout
the equilibration phases, and was not disrupted until the
tethering potentials that restrained the DNA conformation
were removed.
After 2 ns of the unrestrained simulations, the uncom-

plexed DNA retained its near linear B-form, albeit with
some fraying at the first base pair. In contrast, the final con-
figurations of the DNA/cylinder simulations suggest substan-
tial curvature of the DNA for both charged and uncharged
cylinders. As will be discussed below (see Figure 7), these
snapshots do depict a bend of about 408 in the helix axis in
the presence of the cylinders.
At the end of the simulations the charged cylinder, C4+ ,

remained in the major groove, but some distortion of the
groove shape was evident. There was close association be-
tween the cylinder and base-pairs 5–9 (closest interatomic
distances between the cylinder and each of these nucleic
acids are 2.4–3.5 L); thus the cylinder remained within the
A-T tract. There was no evidence of hydrogen bonding be-
tween the cylinder and DNA, but this is not surprising since
the cylinder has no conventional hydrogen-bond donor
groups, and its potential acceptors are obscured by non-
polar carbons. It is particularly interesting to note that some
breakdown of the Watson–Crick structure is apparent in the
last three or four base pairs of the DNA (Figure 2, middle,
bottom), that is, adjacent to the cylinder binding site. As is
shown below, this is due to a mispairing between T9 and
A15, which then leaves T10 and A16 unpaired.
Importantly, the simulations reproduce both the major

groove binding characterized by NMR and the DNA coiling
effects as observed in LD and AFM experiments. The impli-
cation of the simulations is that, at least for some sequences,
this bending might be associated with alterations to the
DNA base pairing. Such effects have also been observed in
some DNA–protein complexes,[44, 45] and can, indeed, be an
important feature of the way that proteins process DNA.
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Moreover, DNA bending is commonly associated with A–T
tracts.[46,47]

The behaviour of the neutralised cylinder, C0, provides a
fascinating contrast to that of C4+ . Its final configuration
shows C0 to lie symmetrically within the major groove, span-
ning base pairs 5–10, but with the DNA having bent sub-
stantially to create a much deeper pocket for the cylinder
than was found with C4+ . It might originally be thought that
the coiling of the DNA was, in large part, due to the attrac-
tion between the large positive charge on C4+ and the nega-
tively charged phosphates in the DNA backbone. However,
it is clear from Figure 2 (and the quantitative analysis pre-
sented below) that the neutral cylinder, C0, also causes
strong coiling in the DNA, but does so without inducing any
of the disruption of the Watson–Crick base pairs that was
evident with C4+ . This contrast suggests that the shorter
ranged van der Waals forces play a significant, perhaps even
dominant, role in coiling the DNA backbone while the large
Coulombic forces generated by the exposed cationic charge
of C4+ may generate a localised stress that is strong enough
to disrupt inter-strand hydrogen bonding in the DNA
duplex.

The helicoidal parameters de-
veloped by Lavery and Skle-
nar[38] are a good source of
quantitative data on how these
ligands affect the integrity of
the base pairs within the DNA
double helix. These parameters
describe how two nucleic acid
bases move and rotate relative
to each other and are defined
such that zero displacement/ro-
tation corresponds to the ideal
base pair geometry for B-DNA.
Helicoidal parameters have
been calculated from all three
simulations and are presented
in Figure 3. For the uncom-
plexed DNA, nearly all the
base pairs can be seen to be
stable, with typically small fluc-
tuations about values of zero
(the ideal base-pair geometry).
The only exception is the first
pair, C1–G24, which, from
about 1 ns, showed large ampli-
tude motions characteristic of
fraying at the end of the double
helix; end-fraying is a not un-
common event for DNA, both
in simulations and in vivo.
Some large-amplitude fluctua-
tions were also seen for T8–
A17 and T9–A16 pair at about
1 ns, but these were transient

and rapidly returned to stable values; such behaviour is indi-
cative of the flexibility inherent within the DNA duplex
rather than of irreversible conformational changes.
Given the amount of curvature evident in Figure 2 (right),

the C0 ligand gives rise to helicoidal parameters that are re-
markably similar to those of the uncomplexed DNA.
Indeed, the principal difference between these two sets of
data is that the transient large amplitude oscillations seen in
the uncomplexed DNA are completely absent for DNA in
the presence of C0. As with the uncomplexed DNA, fraying
is again found only at the first base pair. Thus, the presence
of C0 actually appears to enhance the stability of the
Watson–Crick base pairs, despite the overall curvature of
the DNA evident in Figure 2 (right).
For C4+ bound to DNA, the helicoidal parameters clearly

reveal a deformation of the base-pair stack. There are two
distinct zones in the double helix for this system. The first
seven base pairs show stable behaviour as seen in the un-
complexed DNA, with just small fluctuations around zero.
Similar behaviour is seen for T8–A17, albeit with larger am-
plitude vibrations for the shear (SHR), buckle (BKL) and
open (OPN) parameters. However, the plots for the last
four base pairs show extremely large variations that are

Figure 2. Conformations of DNA taken from the beginning (top) and after 2 ns (bottom) of MD simulations
using the CHARMM22 force field: uncomplexed DNA (left), DNA/C4+ (middle) and DNA/C0 (right). Con-
formations after 5 ns were very similar to those at 2 ns.
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simply inconsistent with a stable Watson–Crick base pair:
shear deformations vary by as much as 8 L during a simula-
tion, while the base pair “stretches” are, at times, 3–4 L less
than their equilibrium value.
Visual inspection of the DNA/C4+ trajectory showed that

this apparent disruption of the double helix below base-pair
T9–A16 was actually a complex rearrangement amongst the
base pairs, resulting in the formation of a new pairing be-
tween T9 and A15, so that T10 and A16 were left unpaired
(see Figure 4). The sequence of events for the formation of
this defect was as follows:

1) Some stress became evident in base pairs 10–12 from
about 170 ps:

2) T9–A16 broke apart at 390 ps;
3) a new base pair, T9–A15, formed within the following

10 ps.

T10 was then observed to swing out of the helix, kinking
the backbone, and subsequently disrupting the last two base
pairs (C11–G14 and C12–G13). It is interesting to note that
this activity occurred adjacent to, rather than at, the cylinder
binding site: the cylinder remained bound to the base pairs
numbered 5–8 (i.e. , C5–G20 to T8–A17) throughout the
simulation.
This change observed in the base-pair stacking is also re-

vealed in the pattern of hydrogen bonding between the nu-
cleic acids at the end of the simulation. Hydrogen-bond

Figure 3. Helicoidal parameters for a) uncomplexed DNA, b) DNA/C4+ and c) DNA/C0. Time is given on the vertical axis (0–2 ns, 0 top) and the helicoi-
dal parameter on the horizontal axis (scale as marked). For a definition of these parameters[38] see Supporting Information.
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lengths were obtained from the average DNA structure, as
calculated by the 3DNA package, using the final 50 ps of
each trajectory. This time window was found to be long
enough to smooth out the instantaneous vibrations, but still
short enough to avoid artefacts due to long timescale con-
formational motions of the DNA. The results for the two
DNA/cylinder simulations are listed in Table 1 and confirm
the formation of a mismatched Watson–Crick base pair T9–
A15, with the two hydrogen bonds, in the presence of C4+ .
Dial plots of the DNA backbone torsion angles from the

three sets of simulations are given in Figure 5. Data for the
uncomplexed DNA are consistent with the average values
expected for B-DNA, and show no evidence of a transition
to one of the other forms. The presence of the cylinder does
change the DNA backbone conformation, but the changes
are smaller than was seen in the helicoidal parameters. In-

terestingly, while the helicoidal parameters indicated that
the base-pair structure was more constrained in DNA/C0

than in the uncomplexed DNA, the opposite appears to be
true for the backbone, with the backbone torsions showing
larger fluctuations in the presence of C0 than without. The
changes in base-pair stacking induced by C4+ are also seen
in the backbone, but the difference between the two cylin-
ders is less obvious than it was with the direct measures of
base-pair geometry. The most obvious indication is in the
C3’-O-P-O (z) and O-P-O-C5’ (a) angles, which show
almost random angular variations between base pairs 10–12
in the presence of C4+ , suggestive of rotation that is unhin-
dered by base-pair formation. This effect appears to be
more pronounced at the end of the first strand (nucleotides
T10 to C12) than on the complementary strand (nucleotides
G13 to A15).
A schematic representation of the global helix axis after

2 ns is given in Figure 6. We note that quantifying curvature
in the DNA helix can be problematical. Any measure must
be able to distinguish between the local oscillations in base-
pair orientation found in, particularly, the A-form, and a
real bend in the overall helix direction. This can be particu-
larly difficult in short strands of DNA, such as the dodeca-
mer studied here, since one cannot use the behaviour of the
helix beyond the binding site to confirm the persistence of
any bend. To measure the extent of bending we have used
the 3DNA definition of the local helix direction. This uses
the geometry of any two adjacent base pairs (a step) to
define a unit vector, Ui, along the helix axis at that step.
Bending of the DNA can then be monitored by defining an
angle, #i=cos�1 (Uref · Ui), which describes the total bend in
the DNA between some reference step (taken to be the first
stable step in this work) and the ith base-pair step. Most im-
portantly, this definition gives perfectly aligned Ui (#i=0 for
every i) in both the canonical A and B forms, so that devia-
tions from 0 can be interpreted as bending of the DNA.

#i values for the, averaged, DNA structures after 2 ns are
shown in Figure 7; we reiterate that the DNA response was

complete on this timescale, and
no further relaxation was ob-
served in simulations continued
to 5 ns. Thus, these plots give a
good indication of both the
global bend induced in the
DNA by the ligands, and how it
is distributed along the dodeca-
mer. Both C4+ and C0 can be
seen to bend the DNA by
about 408, which compares very
favourably with the 40–608 per
cylinder measured experimen-
tally. In the presence of C4+

this bend is strongly localised
on steps 5 and 6 (base pairs 5–
7), but with the consequent
degradation of base pairs 9–12
noted above. In contrast, the

Figure 4. Snapshot of DNA showing the base-pair defect induced by C4+ .
The green arrow points to the slipped mismatch between T9–A15; the
magenta arrows indicate the resulting unmatched bases, T10 and A16.

Table 1. Intra-base pair hydrogen bond length, taken from the average DNA structure observed during the
final 50 ps of the simulation; blank values indicate no hydrogen bond was found. The mismatch induced by
C4+ is indicated in bold.

Base pairings Length [L]
DNA/C4+ DNA/C0

O2–N2 N3–N1 N4–O6 O2–N2 N3–N1 N4–O6

C1–G24 2.75 3.06 3.22
C2–G23 2.96 3.04 2.97 2.82 3.00 3.02
C3–G22 2.86 3.00 3.01 2.86 3.01 2.97
C4–G21 2.80 3.03 3.10 2.80 3.15 3.35
C5–G20 2.91 3.05 2.99 3.03 2.99 2.84
T6–A19 2.98 3.18 2.99 3.01
T7–A18 3.05 2.91 3.06 2.95
T8–A17 3.03 2.89 3.00 2.87
T9–A16 3.03 3.00
T9–A15 3.17 2.89
T10–A15 3.13 2.88
C11–G14 3.00 3.01 2.94
C12–G13 2.85 3.01 3.00
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408 bend for C0 is spread over 10 base pairs, which probably
explains why the integrity of the duplex is retained in this
case. The uncomplexed DNA shows a net bend of only 10–

128 over 10 base pairs, with
some evidence of more pro-
nounced curvature over the
first few steps.
Another common descriptor

for helix curvature is the
normal vector plot (NVPs).[43]

NVPs are projections of the
unit vector normal to the plane
of each base pair onto a plane
that is normal to the helix axis.
Linear segments of the DNA
can then be identified as clus-
ters of neighbouring points,
while coiling is seen as a steady
change of orientation across a
number of adjacent base pairs.
NVPs calculated at the end of
each simulation are presented
in Figure 8. The uncomplexed
DNA shows a reasonably tight
cluster of points. In the pres-
ence of the neutralised cylinder
(C0), however, there is a large
and systematic variation in ori-
entation across base pairs 3–9,
consistent with the strong cur-
vature noted above. For the
fully charged cylinder, C4+ ,
there is strong curvature but as
was seen with the cumulative
bending angle (Figure 7), this
effect is localised between base
pairs 6 and 7, that is, to the
start of the region in which the
ligand is bound, and is sugges-
tive of a localised kink in the
double helix.
Various parameters describ-

ing the geometry of base-pair
steps have also been calculated
using 3DNA, and the average
structure obtained during the
final 50 ps portion of the trajec-
tory. In Figure 9 we report
values of the slide displace-
ment, and roll, twist and tilt
angles,[40,41] for all stable base
pairs. There are several impor-
tant points to note from these
plots. In the first place, the step
parameters observed in the
presence of the cylinders are
not readily identified with any

of the common DNA conformations. Slide values below
�1 L, as observed along most of the stable duplex in the
presence of both C4+ and C0, are often taken to be indica-

Figure 5. DNA backbone torsion angles for a) uncomplexed DNA, b) DNA/C4+ and c) DNA/C0. Circular
polar plot of time (radius, 0–2 ns) against torsion angle (08 top, 908 right).
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tive of A-DNA. However, both the slide and roll values ob-
tained in this work are really intermediate between the
values expected for A- and B-DNA, while, for C0, the twist
is more consistent with B-DNA. On balance, 3DNA assigns
the duplex as having the B-form in the presence of the neu-
tral cylinder, and fails to make any assignment in the pres-
ence of C4+ . It is also interesting to note that both the slide
and the roll angles take their most extreme values at step 6,
which is both the start of the region to which the cylinders
bound and the start of the A-T tract. Finally, we note that
the twist angles indicate that neither C4+ nor C0 cause signif-
icant winding or unwinding of the DNA—either locally or
globally. The average twist for C0 is 33.48 per step, which is
intermediate between the A- and B-forms. A slightly lower
value (29.48 per step) is seen in the presence of C4+ , but the
extent to which this is influenced by the mismatched base
pairing is unclear. This behaviour is in contrast to some pro-

teins, such as 434 Cro, which bend the DNA via alternating
regions of under- and overwinding.[1]

A concomitant question when DNA bending is observed
is to ask how the size of major and minor grooves is affect-
ed. Following Hassan and Calladine,[48] we have monitored
these by measuring the distance between appropriately dis-
placed phosphate groups, with the P atom representing the
position of the phosphate. The width of the major groove
can be defined as the distance between the P atom in the
nth nucleotide, counting from the 5’ end of one strand, and
the P atom of the n+3rd nucleotide from the 3’ end of the
complementary strand; this numbering assumes 5’ nucleo-
ACHTUNGTRENNUNGtides. Similarly, for the minor groove one can use the dis-
tance between the P atoms in the nth nucleotide from the
5’-end of one strand with the n�4th nucleotide from the 3’-
end of the complementary strand. The distribution of these
inter-phosphate distances was determined by analyzing
every configuration saved from the final 0.25 ns of each sim-
ulation. To avoid artefacts from end-fraying, those phos-
phates that were adjacent to the first and last base pair were
omitted from the analysis. This left five measurements of
the major groove width, and six for the minor groove. It
should be noted that, for a dodecamer, this meant that the
minor and major groove measurements were made on large-
ly different regions of the DNA, with only two base pairs
(T6–A19 and T7–A18) being used to measure both the
major and the minor groove widths.
Unlike crystal structure analyses, the DNA shows consid-

erable flexibility during a simulation, and so gives rise to a
distribution of groove widths for each pair of phosphate
groups. The average groove width and its standard deviation
are presented in Figure 10. It is striking that the DNA-coil-
ing induced by C0 does not in any way affect the width of
the major groove—the site into which C0 binds. An enlarge-
ment in the width of the minor groove (ca. 2.5 L) is seen in
the vicinity of the C0 binding site, but only for four of the

Figure 6. Representation of the average DNA structure in the uncom-
plexed (left), DNA/C4+ (middle) and DNA/C0 (right) simulations. Aver-
ages were calculated from the final 50 ps of each simulation using
3DNA.[42] Only the stable base pairs are depicted.

Figure 7. Degree of bend in the DNA, calculated from the local helix
direction as defined by 3DNA. The angles are defined as #i=

cos�1 (Uref · Ui), where Uref is the helix director for the first stable step.
The helix bend (left) is identically zero for both the canonical A- and B-
forms. c : C0, a : C4+ , c : uncomplexed.

Figure 8. Normal vector plots (NVPs) for the average DNA structure cal-
culated from the final 50 ps of each simulation using the CHARMM22
force field. NVPs are a projection of a unit vector normal to each base
pair onto a plane that is normal to the local helical axis, with the points
corresponding to successive base pairs being joined by a smooth line.
^: C0, &: C4+ , ~: uncomplexed.
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six inter-phosphate distances found in this region (those in-
volving nucleosides T6 through T9, but not A18 and A19).
In contrast to C0, C4+ has a substantial effect on the

widths of both the major and minor groove. The major
groove width increases by an average of 1.8 L compared
with both the uncomplexed DNA and the DNA with bound
C0. Even larger increases are seen in the width of the minor

groove. However the largest increases (nearly 8 L for C11–
A18) are in regions where the backbone torsion angles a

and z have already been shown to be ill defined (Figure 5)
and so probably indicate that there is no well defined minor
groove in this region when C4+ is bound to the DNA.
In summary, the supramolecular cylinder, 1, is seen to

have a strong influence on the conformation of DNA as
modelled with the CHARMM22 force field. The interac-
tions within a neutralised analogue of 1 were sufficient to
induce a bend of about 408 in the DNA helix axis, which is
very similar to the angle seen in experiments with 1. When
the tetracationic charge is also accounted for, 1 was found
to strain the base pairing within the duplex, and induced a
mispairing of A–T bases adjacent to the ligand binding site.
It is important to stress that the induction of base-pair de-
fects was reproducible. Four separate C4+ simulations were
performed, starting with different low-energy cylinder/DNA
binding sites and with different arrangements of the solvent
and counterions. In each case a mismatched A–T base pair
formed within the first 0.5 ns. It is possible that the defects
were introduced as part of the coiling process (i.e., whether
the additional strain during coiling made the DNA suscepti-
ble to defects in the base-pair sequence) in which case they
would not reflect a global free energy minimum. To test this,
a further simulation was performed starting from a stable
configuration obtained after 2 ns of the DNA/C0 simulation
and changing the atomic charges back to those of C4+ ; four
Na+ ions were also removed to maintain electrical neutrality
in the system. An equivalent extended simulation with C0

was used as a control. Within just 0.25 ns, mispairings in the
A–T region again appeared in the presence of C4+ (Support-
ing Information, Figure 4), but no mispairings appeared with

Figure 9. Slide displacement, and twist, tilt and roll angles between adjacent base pairs; a schematic definition of each inter-base pair coordinate is given
with the plot. The horizontal axis corresponds to the step between base pairs, so that step 1 compares the first two base pairs (C1–G24 and C2–G23),
etc. Only stable base-pairs have been included. Data for the canonical A- (a) and B-forms (a) are given as a reference; c : C0, b : C4+ .

Figure 10. Widths of the major (solid) and minor (dashed) grooves, as de-
termined from specified inter-phosphate distances. Calculations were per-
formed with CHARMM22. “Error bars” denote the width of the distri-
bution of distances (� one standard deviation), not the uncertainty in
the calculation. No correction has been made for the size of the phos-
phate group; ^: uncomplexed, &: C0, ~: C4+ .
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C0 during an additional 3 ns. We conclude that strong coiling
of DNA by 1, coupled with a disruption of the duplex base
pairing, is a real prediction from the CHARMM22 force
field.

Force-field dependence : The two DNA force fields have
been compared by measuring the extent to which a stable
binding geometry obtained with one force field is main-
tained by the other. This amounts to determining whether
an important minimum on the free energy surface of one
force field is reproduced with the other. By starting in a
well-defined free-energy minimum, instead of repeating the
docking protocol, one avoids the possibility of simulations
with different potentials simply converging on different
local minima and thereby ends up with an unambiguous
comparison of the two force fields. Accordingly, simulations
with the CHARMM27 force field were started from the
stable conformation obtained after 2 ns in the C0/
CHARMM22 simulation.
Simulations were again performed with both tetracationic

and neutralised cylinders and are denoted 27C
4+ and 27C

0, re-
spectively. For the 27C

4+ system, four Na+ ions chosen at
random were removed to maintain electrical neutrality. The
system was then relaxed in a series of short, restrained simu-
lations, as outlined in Section Computational Methods. All
restraints (i.e. , tethering potentials) were then removed and
the system simulated for an additional 1.5 ns. The 3DNA
analysis of bend and step parameters, obtained from the
average structure at the end of these simulations, is present-
ed in Figures 10–12, while the distribution of groove widths
observed during the final 0.25 ns is depicted in Figure 14.
Where clarity permits, results for CHARMM22 are also de-
picted for comparison.
In general, the CHARMM27 DNA is less strongly influ-

enced by the cylinder than is the CHARMM22 model. For
both 27C

4+ and 27C
0, the DNA uncoils slightly to give an

overall bend of only about 208 (Figure 11), while the normal
vector plots (Figure 12) remain relatively compact. At the
same time the slide parameters (Figure 13) indicate a shift
to the B-form that is known to be favoured by
CHARMM27 for an aqueous duplex in the absence of a

ligand. No evidence was found that either cylinder disrupted
the base pairings at any stage during the simulations, with
the average structure from the end of the simulations show-
ing the expected three (G–C) and two (A–T) hydrogen
bonds for every base pair; at least one of the hydrogen-
bond lengths was less than 3.0 L in every base pair, while
none was more than 3.13 L. This is a major difference from
the analogous CHARMM22 simulation described above,
where reinstating the +4 e cylinder charge on the DNA/C0

complex induced base-pair mismatches within just 0.25 ns.
Perhaps most surprisingly, the cylinder charge appears to

have very little effect on the CHARMM27 DNA. The
normal vector plots, global bend and step parameters (with
the exception of the roll angle at the 6th step) all show re-
markably similar behaviour for the 27C

4+ and 27C
0 systems.

Given the strongly ionic character of DNA and its flexibility,
this apparent invariance to the ligand charge is unexpected.
One property that does show differences between the two
force fields is the groove widths. Relative to CHARMM22/
C0, the major groove of CHARMM27-DNA contracts in the
presence of C4+ , but expands in the presence of C0. We note
that CHARMM27 uses a more strongly charged DNA back-
bone than does CHARMM22, with the PO4 net charge
being �1.2 e, compared with �1.0 e for CHARMM22. This
increased negative charge may lead the DNA backbone to
contract more strongly onto the tetracationic cylinder, re-
sulting in a stiffening and straightening of the DNA back-
bone and thereby inhibiting the subsequent bending of the
DNA. A similar response to ligand charge has been seen
with netropsin bound in the minor groove,[24] but greater
scope for DNA relaxation might have been anticipated
when the ligand binds in the major groove.
The comparison between these two force fields highlights

several influences on the DNA response. In the first place
we note that both force fields predict the neutralised ligand
to coil DNA at least as strongly as the tetra cationic ligand.
Previous work has shown that regions of low dielectric con-

Figure 11. Global bend of the DNA, calculated as for Figure 6.
CHARMM27 results are given as dashed lines, and CHARMM22 as the
solid lines; c : C0, a : C4+, c : 27C

0, a : 27C
4+ .

Figure 12. Normal vector plots for the average DNA structure obtained
during the final 50 ps of the CHARMM27 simulations. ^: 27C

0, &: 27C
4+ .
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stant enhance the phosphate repulsions in DNA and cause it
to bend away from the low dielectric region.[49] Although
the neutralised ligand does generate electric field gradients,
its enhanced negative surface charge should also accentuate
the phosphate repulsions and induce the DNA to bend away
from the ligand, or at least coil less tightly about it. The fact
that this is not observed, and indeed the coiling may be en-
hanced for the neutralised ligand, implies that it is the other
forces—the van der Waals forces—that drive the coiling.
Ligand charge does have some affect on the DNA re-

sponse, but its principal manifestation is different in the two
force fields. The contrast is instructive. In CHARMM27, the
+4 e charge attracts the negatively charged DNA backbone,
causing the major groove to contract onto the cylinder. With

CHARMM22 its effect is to
strain the hydrogen bonding be-
tween base pairs in the duplex.
The induction of such strain is
reasonable given that most
force fields describe hydrogen
bonding primarily through elec-
trostatic interactions. Orbital in-
teractions, such as charge trans-
fer and p-electron polarisation,
do contribute strongly to the
hydrogen bonding between
base pairs,[50,51] but these are
also likely to be strongly pertur-
bed by the proximity of a tetra-
cationic ligand. In reality, both
the strain to the base pair hy-
drogen bonds and the contrac-
tion of the DNA backbone
onto the ligand are likely to be
present, and getting the balance
right will be an important vali-
dation of the force field. In this

context, the CHARMM22 result that duplex base-pairing
will be disrupted by C4+ provides an interesting prediction
that awaits the measurement of definitive X-ray or NMR
structures.

Sensitivity to cylinder charge : If, as indicated above, the dis-
ruption of base pairs in a DNA duplex with CHARMM22 is
due to a competition between inter-base pair hydrogen
bonding and ligand base electrostatics, then it is of interest
to identify how strong the ligand electrostatics need to be in
order to effect the base pair mismatches. Analogous simula-
tions to those reported in the last section were performed
with CHARMM22 and with a variant of the cylinder in
which the overall charge was set to +3 e (C3+), again ach-
ieved by a constant shift of the atomic charges for all C and
non-polar H atoms. Within 0.25 ns this system also showed
disruption of the base pairing within the double helix (see
Figure 15). Similar calculations with a +2 e variant of the
cylinder (not shown) gave results that were intermediate be-
tween C3+ and C0, with frequent bifurcated pairings in
which an A was found to bridge two T bases in the opposite
strand, but these did not lead to irreversible breakdown in
the base pairing on a nanosecond timescale. We conclude
that some disruption of the duplex base pairs is a robust fea-
ture of the CHARMM22 model, and is not especially sensi-
tive to the parameterisation of the cylinder charge distribu-
tion.

Conclusion

Our molecular dynamics simulations of the supramolecular
cylinder, 1, in explicit solvent show major groove binding of
the cylinder on the DNA and coiling of the DNA in re-

Figure 13. Selected step parameters for stable base pairs, calculated as for Figure 8. Values for the canonical
A- and B-forms are given for reference, c : C0, a : C4+ , c : 27C

0, a : 27C
4+ , g : A-form, g : B-form.

Figure 14. Groove widths calculated during the final 0.25 ns of the
CHARMM27 simulations. Solid lines indicate the major groove and
dashed lines the minor groove,^: C0, &:27C

0, ~: 27C
4+ .
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sponse to this binding. This is consistent with all available
experimental observations. Moreover, the simulations have,
as envisaged, yielded molecular level information about the
coiling effect. Other highly charged cations, such as sper-
mine and cobaltACHTUNGTRENNUNG(iii)–hexamine,[17,22,52, 53] bend DNA by a few
degrees per ligand and cause it to condense into poly-molec-
ular aggregates (often of well-defined shape). Our simula-
tions indicate that the DNA bend induced by 1 is an order
of magnitude greater than this: the simulations give 20–408,
depending on the force-field model, which compares favour-
ably with the experimental measurements of 40–608 per
ligand. Somewhat surprisingly, the tetracationic charge of
the supramolecular cylinder was found not to be essential
for inducing the coiling, as a neutral analogue was also
found to bend the DNA. Instead the molecular shape ap-
pears to be the key factor and must give rise to a coil with a
pitch which ensures an intramolecular effect observed exper-
imentally with this ligand, rather than the more commonly
observed intermolecular aggregation. This highlights the sig-
nificance of our molecular design which creates, through
metallo-supramolecular assembly, a cylindrical agent of very
similar shape and dimensions to the various cylindrical
motifs employed by proteins for DNA recognition and
structure control.
This is not to say electrostatic interactions were unimpor-

tant. Our simulations identified two competing influences
arising from a cationic ligand in the major groove that are
likely to be general effects. On the one hand, the large cat-
ACHTUNGTRENNUNGionic charge attracted the phosphate backbone, causing the
major groove to contract around the ligand. On the other
hand, such a large positive charge density close to the base

pairs places strain upon the inter-base hydrogen bonding
that holds the DNA duplex together. The balance of these
two effects did depend on the choice of DNA force field,
but the latter effect was sufficiently large that C4+ was ob-
served to generate base-pair mismatches in some systems.
When these mismatches were observed, they occurred in the
A–T tract and adjacent to, rather than at, the site at which
the cylinder bound. Any weakening of the base pair hydro-
gen bonding at or near this site could prime the DNA for
transcription or replication processes. This is an unexpected
molecular-level feature associated with the experimentally
observed cylinder binding and DNA conformational change.
Intriguingly, we note that many proteins also bend DNA at
locations adjacent to the site of transcription. For example,
the CAP (catabolic gene activating protein) binds adjacent
to the initial site at which RNA polymerase acts and causes
a 50-fold increase in the rate of transcription initiation.[54]

This activation is usually ascribed to the provision of an in-
teraction surface for the polymerase, thereby enhancing
binding to the promoter site. Our C4+/DNA simulations sug-
gest there may be an alternative mechanism: that the bend-
ing induced by CAP binding can help to open the DNA at
an adjacent site, and could thus contribute to the increased
rate at which transcription is initiated in the presence of
promoters. This opens up new potential applications for
these DNA-coiling metallo-supramolecular cylinders.
Thus we conclude that the tetracationic supramolecular

cylinder, 1, does have two substantive effects on DNA. In
the first place it can induce coiling of the DNA, with poten-
tially very large curvature being introduced in DNA dodeca-
mers. However, at the same time it weakens the hydrogen
bonding between base pairs near the binding site and so can
tend to introduce defects into the alignment of the base-pair
sequences in the two strands of the double helix. In our sim-
ulations this occurred consistently within the A–T rich
region of the DNA and resulted in misaligned A–T cross-
links between the two strands. It is not clear whether this
represents a selectivity for A–T over G–C and simulations
with other DNA sequences are in progress to resolve this
issue.[1,2]
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